# **BAB II**

# **LANDASAN TEORI**

**2.1 Naive Bayes Classifier**

Algoritma Naive Bayes merupakan sebuah metode klasifikasi menggunakan metode probabilitas dan statistik yg dikemukakan oleh ilmuwan Inggris Thomas Bayes. Algoritma Naive Bayes memprediksi peluang di masa depan berdasarkan pengalaman di masa sebelumnya sehingga dikenal sebagai Teorema Bayes. Ciri utama dr Naïve Bayes Classifier ini adalah asumsi yg sangat kuat (naïf) akan independensi dari masing-masing kondisi / kejadian.

Naïve Bayes didasarkan pada asumsi penyederhanaan bahwa nilai atribut secara kondisional saling bebas jika diberikan nilai output. Dengan kata lain, diberikan nilai output, probabilitas mengamati secara bersama adalah produk dari probabilitas individu.

**2.2 Keuntungan Metode Naive Bayes Classifier**

Keuntungan menggunakan metode ini adalah hanya membutuhkan jumlah data pelatihan (training data) yang kecil untuk menentukan estimasi parameter yg diperlukan dalam proses pengklasifikasian. Karena yg diasumsikan sebagai variabel independen, maka hanya varians dari suatu variabel dalam sebuah kelas yang dibutuhkan untuk menentukan klasifikasi, bukan keseluruhan dari matriks kovarians. Cepat dan efisiensi ruang, mudah dipahami, lebih cepat dalam perhitungan, menangani data diskrit dan kuantitatif.

Metode Naive Bayes memanfaatkan data training untuk menghasilkan probabilitas setiap kriteria untuk class yang berbeda, sehingga nilai-nilai probabilitas dari kriteria tersebut dapat dioptimalkan untuk memprediksi perkembangan belajar siswa berdasarkan proses klasifikasi yang dilakukan oleh metode Naive Bayes itu sendiri.

**2.3 Kekurangan Metode Naive Bayes Classifier**

Kekurangan menggunakan metode ini adalah asumsi independence antar atribut membuat akurasi berkurang (karena biasanya ada keterkaitan).Tidak berlaku jika probabilitas kondisionalnya adalah 0 (nol), apabila nol maka probabilitas prediksi akan bernilai nol juga.

**2.4 Langkah - Langkah Penyelesaian Metode Naive Bayes Classifier**

Langkah Penyelesaian Metode Naive Bayes Classifier sebagai berikut :

1. Menghitung jumlah kelas/label.

Pada tahap ini melakukan perhitungan dimana, jumlah kelas dibagi dengan jumlah data.

1. Menghitung jumlah kasus yang sama dengan kelas yang sama.

Pada tahap ini melakukan perhitungan dimana, jumlah kelas pada kasus tersebut dibagi dengan jumlah kasus yang telah ditentukan pada tahap sebelumnya.

1. Kalikan semua hasil variabel.

Pada tahap ini, semua variabel yang sudah dihitung pada tahap sebelumnya.

1. Membandingkan hasil perhitungan semua variabel.

Pada tahap ini, hasil perkalian pada tahap sebelumnya di bandingkan dan cari yang terbesar.

Dasar dari teorema naïve bayes yang dipakai dalam pemrograman adalah rumus Bayes:

![](data:image/png;base64,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)

**Keterangan**

**X** : Data dengan *class* yang belum diketahui

**H** : Hipotesis data merupakan suatu *class* spesifik

**P(H|X)** : Probabilitas hipotesis H berdasar kondisi X (*posteriori probabilitas*)

**P(H)** : Probabilitas hipotesis H (*prior probabilitas*)

**P(X|H)** : Probabilitas X berdasarkan kondisi pada hipotesis H

**P(X)** : Probabilitas X